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Melanie Berg will utilize the concepts discussed in Parts 1-4 for the selection of high
performing digital devices. The presentation will begin with general definitions and comparisons
of the varying device architectures. Within this section, similarities and differences of ASICS
and FPGAs will be presented focusing on the radiation, reliability, and design performance
aspects. A brief discussion of radiation effects and mitigation strategies specific to ASIC and
FPGA design implementation will follow. A sample trade will be performed illustrating how the
information provided in previous sections is used for selecting an FPGA or ASIC for space
missions.
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1 Introduction

Initially, the amount of in-flight spacecraft processing was limited due to size, speed, and
power consumption of available circuitry. In addition, due to the inability or sheer difficulty to
correct particular failures while in space, the underlying design-philosophy was considered
conservative bearing the common phrase “keep it simple.” Consequently, space missions
required a significant amount of ground communication and intervention. With the advancement
of CMOS Integrated Circuit (IC) technology, process geometries are shrinking, circuit density is
increasing, and the potential for design complexity is growing exponentially[1][2]. The ability to
reduce the amount of ground intervention by increasing the amount of in-flight processing has
become an attractive option. However, simultaneously, complexity management is a key
consideration ranging from application concept to the device selection and design
implementation phases.

Contemporary Application Specific Integrated Circuits (ASICs) and Field Programmable
Gate Arrays (FPGAs) are ICs that contain millions of logic gates and have the potential to
perform in-flight advanced operations. There is an increasing number of ASIC and FPGA
devices being inserted into Critical Space Systems affording an increase of spacecraft autonomy
and subsequently reducing the necessity of ground intervention. These devices are inserted into
space missions as controllers, image processors, interface adapters, and general processing units.
When the devices are targeted to harsh radiation environments and the ICs are expected to
control critical hardware, they require a significant amount of consideration because operation
failures can jeopardize the success of a mission. Subsequently, the device selection process is
vital and demands a detailed understanding of device behavior in order to adhere to the rigorous
requirements of critical space missions.

Conventionally, projects targeted to harsh space environments have utilized expensive
Radiation Hardened by Design (RHBD) ICs. However, in order to reduce cost and increase
flexibility, projects are currently examining the efficacy of inserting commercial off the shelf
(COTS) devices into space applications [3][4][5]. It is important to note that COTS devices are
not immune to Single Event Upsets (SEUs) caused by the harsh space-radiation environment, it
is the designer’s responsibility to include circuit redundancy and mitigation to achieve error
correction and detection (EDAC) when necessary.

This manuscript will address the considerations and procedures that are utilized as a part
of the trade space during the IC device selection process for flight systems destined to harsh
radiation environments. An overview of the device selection process is presented listing the steps
the designer should take in order to make an informative decision. The fact that ICs can have
significant error signatures, power consumption, and area requirements is emphasized and the
appropriate considerations that should be applied are presented. The issues of trade space
exploration are provided in this manuscript via an example that examines the potential insertion
of three different IC devices into a critical space mission: RHBD ASIC, RHBD Anti-fuse FPGA,
and a SRAM-Based FPGA.

It will be illustrated that device selection is not straight forward and depends on many
parameters. In order to meet schedule and cost, it is not important to be optimal, it is important to
be successful. How success is specified must be realistic and is provided in design requirements.
Subsequently, the key factors and considerations during the device trade are to meet
requirements with the simplest approach while minimizing risk to an acceptable level.
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2 The Device Selection Process

Obtain Requirements I

Understand sources of error per
device

Datasheets ...
Develop Preliminary System

Architectures per Device
Device Search HH:> Insertion

NUMBER OF ERROR Make Architectural
COMPONENTS PREDICTION Comparisons

POWER COST

SCHEDULE

Figure 1. Overview of the Device Selection Process

The device selection process for space applications involves a rigorous tradeoff analysis.
Before the trade can be effectively performed, preliminary designs are implemented and are used
during various comparison phases. The preliminary designs will assist in addressing trade

specifics including:

e The number of components required to implement the full design.

— The entire application may require more than one FPGA or ASIC for
implementation. The preliminary estimate should be accurate enough to

obtain a correct device count.

— Supplementary components (such as memory or additional controllers)
may be required to insert the IC device into a system. As an example,
some FPGA devices require external non-volatile memory as a

supplement [6].

— Project Single Event Upset Rate (SER) specifications may require
additional circuitry for redundancy and mitigation [1][3][4][7][9][10].

e Error Prediction: A comparison of predicted error rates is made between each

preliminary design using available radiation test data.

e Power:
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— FEach device will have static and dynamic power dissipation that is
unique to the manufacturer. Information can be obtained in the data
sheet. The number of DFFs and I/O estimated in the preliminary design
will be inserted into power calculators to attain power estimations per
implementation.

— Additional logic increases system power. Therefore, user inserted
mitigation will affect total power.

— Additional I/O due to increasing hardware components increases power
Reliability

— Increasing the complexity of implementation decreases the reliability of
the system

— Increasing the hardware components decreases reliability
Schedule

— Auvailability of designer expertise

— Tool accessibility and ease of implementation

— Does the device require fabrication?

Cost: The cost of a project is comprised of many elements. Consequently,
schedule elongation, due to sustaining a team, can be significantly more costly
than a device and its tools. However, the following are device specific cost
factors:

— Individual device costs

— Development tool costs (synthesis, place and route, simulators,
emulators, fault injection, etc...)

— ASIC specific manufacturing costs due to mask development and IC
fabrication.

— Potential re-spins (ASIC that has been fabricated and requires a new
design) :

2.1 The Device Selection Process and the Significance of Device Characteristics

Before an effective trade can be performed, the designer should understand the
characteristics of each device. All ICs have some basic commonalities while all ICs have distinct
differences that can impact the success of a project. Devices discussed in this course fall under
the ASIC umbrella as illustrated in Figure 2. This course concentrates on Standard Cell ASICs
and FPGAs. Immediate distinctions are:

Custom ASIC — uses a custom designed mask for every layer of the chip.
Designers have full control of the size of every transistor. Designers create their
own library of components

Standard ASIC — uses a custom designed mask for every layer of the chip. A pre-
designed component library is used for design development.
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e FPGA — an ASIC with pre-existing logic cells. Designs must map into the pre-
existing cells and routes. There is no mask; however, there is a configuration file.

ASIC Typically refers
to chips made in a
Semiconductor Fab.

Pze;:r)::i?;t?le Structured Standard Cell Full Custom
g ASIC ASIC ASIC
Cells
SPLD CPLD FPGA
Simple Programmable Complex Programmable Field Programmable
Logic Devices Logic Devices Logic Devices

Figure 2. ASIC Generic Definition. This course concentrates on Standard Cell ASICs and
FPGAs

2.1.1 Custom and Standard ASICs

’ »
Dedicated Serial |:
GHz I/O0 -
Figure 3. ASIC Device Can Contain Various Special Circuitry Areas. The Digital Area
Starts as an Open Blank Slate for Design Implementation

For all intents and purposes, ASICs are ICs that start as a blank slate, i.e. for the most part
there are no pre-placed logic and Routes. Its design process includes describing logic necessary
to implement a required application targeted for the ASIC. The design description is mapped into
a library of components specific to the targeted ASIC. The library can be provided by the
manufacturer (standard ASIC) or can be developed by a design team (custom ASIC).
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The mapping process has two basic stages: library component selection followed by place
and route. The output of the place and route phase is used in the chip fabrication process to
create a mask and subsequently produce an IC with specific logic that implements the user’s
design.

The chip fabrication process requires manufacturer assistance and can cost in the millions
of dollars (depending on the geometry of the ASIC gates and gate count). Consequently, starting
with a blank slate while developing complex circuitry requires the following considerations as
potential project risk factors:

e Specialized expertise (design team, verification team, system developers, and
management)

e Expensive design tools: Synthesis Computer Aided Design (CAD), formal
checking CAD, and Place and Route (CAD).

e Extensive fabrication process with high mask costs (see Figure 6).
e Complex verification methodology
e Potential re-spin

Each risk factor affects development cost and design cycle time. If the considerations are
overlooked and not treated properly, the risks can be detrimental to a project. With the
advancement of CMOS technology, transistor geometries are shrinking and thus circuit density
in increasing as illustrated in Figure 4 and Figure 5. As gate count increases, potential functional
complexity grows exponentially. Although, the progression of technology has its obvious
benefits, the related complexity compounds the overall risk of project completion. The most
significant risk is the cost of mask fabrication. Figure 6 demonstrates approximate mask costs
per technology geometry. Due to the level of complexity associated with contemporary ASIC
implementations, first time success is rarely experienced. Hence, if a fault is found after mask
creation, then costs and schedule delays can be detrimental. Development teams have been
investigating alternatives to CMOS design implementation with considerably lower risk factors.
In the aerospace industry, Field Programmable Gate Arrays (FPGAs) have been the leading IC
alternative.
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Figure 4. CMOS Technology Roadmap: Source IBS
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2.1.2 FPGAs

Figure 7. FPGA with Pre-existing Logic Blocks with Locked Locations

FPGAs are ICs that contain preexisting logic blocks eliminating the mask development
and fabrication stages that are existent in the ASIC design cycle [11][12][6]. The preexisting
logic structures are customized by configurable interconnects. The customization process
(configuration) defines the exact function of each logic block, routes I/O direction, clock usage,
and in some cases voltage level. The customization process is manufacturer specific and will be
discussed in more detail in section 2.3.1.1.

Pertaining to cost, FPGAs generally have a price range in the $1000’s and are thus
considerably cheaper than ASICs. However, for projects that require a large number of IC’s,
FPGAs lose their cost effectiveness. FPGA manufacturers have taken further measures to reduce
design development costs by providing design tools with minimal fees. Due to the ease and
availability of the design tools and the absence of the mask development phase, a considerable
decrease in the non recurring engineering costs (NRE) is obtained when targeting an FPGA
versus an ASIC. Table 1 is a summary of familiar FPGA versus ASIC features.



Table 1. A General Tradeoff Summary of FPGA versus ASIC Device Insertion

FPGA ASIC

Suitable for low volumes Suitable for medium and higher volumes

Flexibility by reconfiguration or ... FPGA is | Fixed design
cheap enough to replace

Reduced non recurring engineering (NRE) Non recurring engineering costs for tools and

costs masks

Map into pre-existing logic Blank Slate with design rules

Short Design Cycle time Longer Design cycle time

Higher power consumption Lower power consumption and reduced heat
dissipation

Because of the preexisting logic in an FPGA, the design process does not begin with a
blank slate as with ASICs. Instead, the process of logic description includes mapping into FPGA
preexisting logic structures. It is important to note that a tradeoff between flexibility and resource
utilization is defined by each manufacturer. Consequently, some of the existing logic is unable to
be utilized in the mapping process, and is wasted. Due to the mapping limitations and wasted
logic, an FPGA implementation requires significantly more gates than an ASIC implementation.
As a result, both area and power in FPGAs are greatly affected and produces a less efficient
design implementation.

The flexibility of FPGA utilization is not limited to risk reduction. Some manufacturers
implement a configuration process that is user changeable... i.e. reconfigurable. Taking
advantage of this feature, the aerospace industry has embarked on an additional field of research
pertaining to reconfiguration while in flight. The following are examples of particular functions
that can benefit from reconfiguration:

e DSP Algorithms

e Duration and timing of Control Signals
e Sampling frequency

e Encryption

Reconfiguration while in flight research is very interesting. However, it is important to be
realistic and not to confuse operations that can successfully perform terrestrially versus
performing in a harsh space environment. The user must address the following before
implementing reconfigurable circuitry in space applications:

e How will the new configuration get loaded into the configuration memory of the
SRAM Based device?

e Loading the new configuration from the ground can require a large bandwidth.
Consequently, there are reliability and contention implications.

e Loading the new configuration from on board the space craft (or in system)
hardware can require a considerable amount of additional hardware, mitigation,
and consequently complexity.

e How will the new configuration get verified?
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e Functional implications exist if the alternate configuration is not able to go
through a thorough verification process.

e Verification of the successful new configuration may require additional logic.
e How will recovery schemes be affected?
e Will additional hardware be necessary to implement watchdog logic?

Reconfiguration is one example illustrating the fact that space specific applications
require additional considerations than the common list provided in Table 1. Consequently, the
trade space is significantly complicated.

Before a trade can be performed, IC specifics that can impact design development must
be understood. The following sections pertain to the design development cycle and describe
ASIC and FPGA mapping phases. Information provided in these sections is the basis for the
device susceptibility concepts that are described in section 3.

2.2 Stage 1 — Describing Designs and Mapping into Library Components

In general, ICs contain libraries of components. These components are the building
blocks the designer utilizes while implementing a function. For digital logic, the user blocks are
comprised of either:

e Combinatorial logic (Figure 8) will reflect function (after a delay) whenever its
inputs change state

e Sequential logic: Edge triggered flip flops (DFFs) will change only at a clock
edge or reset (Figure 8).

Combinatorial Logic Sequential Logic

i’_,—L' Blocks of GATES

Figure 8. Library Components: Combinatorial Logic (left) and Sequential Logic (right).
Refer to manufacturer datasheets for component description [11][13].

The function as specified from requirements must first be described by the designer in
order to be implemented in an IC. Originally, the description was performed via schematics...
i.e. a user drawing of connected library components. As gate count increased, schematic
descriptions became difficult to create and too complex to verify. Consequently, design tools
such as Hardware Description Languages (HDLs) and simulators were developed. The most
common HDLs are VHDL and Verilog. An additional benefit to HDL utilization is that it is not
library (or device) specific. Subsequently, HDL can be reused and targeted for several types of
devices including targeting the same HDL code to an FPGA and an ASIC.



HDL or Schematic

If (input_a > inputb) then
il [l [synihesis

output <= p—
. ]
Eise

output <= ‘0’; Library Component Selection—

End if Gate Le Net List

HDL is Device Generic
Synthesis is Device Specifc

Figure 9. Stage 1 - HDL is fed into a synthesis tool that maps it into the Target library
components and produces a Gate Level Netlist (GLN)[8]

After the HDL is developed it is fed to a synthesis tool. Synthesis is the optimization
process of mapping the HDL into the target IC component library. The mapping phase is device
specific and is comprised mostly of component selection and connection. The output of the
synthesis tool is called a gate level netlist (GLN).

2.3 Stage 2: Place and Route

The GLN produced by the synthesis tool does not contain placement or actual location
information per library component. Each manufacturer develops a special tool required to select
an appropriate location for each component and each route (connection).

As previously mentioned, an ASIC device starts as a blank slate. Consequently, library
components can be freely placed within the device as long as specified design rules (i.e. physical
distance of transistors and routes to avoid cross talk and other noise generation). For ASICs, the
place and route procedure is basically an optimization process with parameter constraints such
as: area, timing, and power.

FPGA devices are comprised of preexisting blocks that are either logic or routing (and
other resources). This adds an additional parameter to the place and route procedure because
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logic blocks can only be placed within specific logic block locations and routes can only use the
routing resources that are available. Figure 10 illustrates the two mapping phases of an FPGA
device.
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Figure 10. FPGA Synthesis Map, Place, and Route Process. Mapping-Efficiency
Significantly Impacts Power and Area. Question: Can the Design fit into One IC Device?

2.3.1.1 FPGA Configuration

Configuration is the static pre-existing logic settings for an FPGA device. It contains all
of the component mapping, placement location, and routing location information. ASICs do not
contain pre-existing logic and consequently do not have a configuration. Configuration
implementation differs per FPGA type.
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Figure 11. Configuration Categorization: Example illustrating the Aeroflex Anti-fuse
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configuration versus SRAM based configuration.

Common Types of Configuration are:

¢ One time configurable
— Non-Volatile
— Auvailable at Power-up
— SEU Immune

e Re-configurable
— SRAM
— Volatile
— Not Available at Power-up
— SEU Susceptible
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e FLASH
— Non-Volatile
— Auvailable at Power-up

— SEU Tolerant

This manuscript will only concentrate on One-Time configurable FPGAs and Re-
configurable SRAM based FPGAs.

3 Radiation Effects: Upset Generation and Potential Capture in ASICs and FPGA
Devices

3.1 Types of Single Event Effects (SEEs) in ASIC and FPGA Devices
CMOS transistors have become more susceptible to incurring faults due to:

e The reduction in core voltage
e Decrease in transistor geometry

e Increase in switching speeds

The following are some common Single Event Effects (SEEs) that directly affect CMOS
functionality and can be resolved by hardening methodologies:

e Single Event Transient (SET): current spike due to ionization. Dissipates through
bulk. SET error signatures are illustrated in Figure 12.

e Single Event Upset (SEU): transient is caught by a memory element. The
transient can be generated inside the memory loop (DFFSEU) or within the data
path and then captured by the active DFF at its clock edge (SET—SEU). SEU
error signatures are illustrated in Figure 13

e Single Event Functional Interrupt (SEFI) — upset (SET or SEU) disrupts operation
such that a reset or power cycle is required. The following is a list of selected
examples of SEFIs:

— Clock Tree upsets
— Reset glitches
— Specialized embedded circuitry used for general device control

= SRAM Based FPGA Power on Resets (POR)
= Phased Locked Loops (PLLs) or synthesized/Digital PLLs

(DLLs)
= SRAM Based Configuration Memory Interface and control
structures.
e Configuration: SRAM Based device configuration is susceptible to SEUs in their

SRAM cells.



Each of the listed SEEs in Table 2 have a probability of occurrence and are contributing
factors to the overall potential system error P(fs)eror as illustrated in Equation (1).

P ( S )error oc Ky Configuraton +F DFFSEU +P (ﬁ )SET—>SEU + PSEFI (1)

Table 2.  System Error Probability Factors

Term Definition

P(f$)error Probability of system error

Peonfiguration Probability of a configuration upset (only
significant in SRAM based FPGAs)

Pseuprr Probability of a static DFF error

P(fs)seT—sku Probability of a SET getting captured by a DFF

Pserr Probability that a SEFI can occur

The following sections will provide more detail for each probability term.

3.2 Error Signatures (SETs, SEUs, and SEFTIs)

Every Device has different Single Event Error Responses and varying system error
probabilities. We must understand the differences and design appropriately
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Figure 12. Potential Upsets in Combinatorial Logic Blocks
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Figure 13. Potential Upsets in DFF Logic Blocks and Clock Trees

3.3 Error Generation, Propagation, and Capture
There are three key aspects to transients and system fault:

1. Generation: SETs are generated in transistors — this includes combinatorial logic paths
and sequential blocks. The level of susceptibility at each transistor node to particle strikes will
determine the probability of transient generation. All nodes are not created equal. Capacitive
loading and other internal capacitances will filter transient pulses. The resultant signal can range
from an elongated version of the original transient to the fault being completely cut-off.



Transistor Cutoff
frequencies

Each capacitance
has its own f,

Figure 14. Transistor Internal Capacitances All Having Their Own Cut-off Frequency
Response [7]

The SET generation phase has two stages:

a. Charge Generation: At the start of an ionizing radiation event, the energetic particle
passes through the material depositing energy creating a cylindrical track of electron-hole pairs.
In silicon, the average energy required to produce an electron-hole pair is 3.6 eV and the material
density (p) = 2.42g/cm’. The energy loss is referred to as the Linear Energy Transfer (LET) and
has units of: MeV-cm?/mg. LET is obtained by dividing the energy loss per unit length traversed
(dE/dx) by the material density (p) (see Equation 2).

LET _1dE )
p dx
0= LxEELXP s b 1 1310 % L(zm) x LET(MeV —cm® I mg); for Si 3)

eh

Referring to Equation 3, an ion with an LET of 100 MeV-cm?/mg which is a typical,
value for Galactic Cosmic Ray particles, will create approximately 1pC of charge per micron of
track [2][14][16][17].
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Figure 15. Ion Particle Traversing a p-n Junction Depositing Charge [14][15]
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Figure 16. SET Charge Generation, Collection, and Diffusion Stages from an lon Particle
Strike through an Electrical Reversed Biased Junction

b. Charge Collection: During SET formation, charge is collected as the charge track
traverses a windowed vicinity of a reversed biased electrical junction (i.e. drain-well). A
simplified assumption is generally used such that a transient can be generated if the amount of
collected charge (Qcon) 1s greater than the Critical Charge (Q.i) it takes for a transistor to change

state. However, realistically, both Qgit and Qcn depend on several factors resulting in two
dimensional dependencies ranging temporally and with magnitude.
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Figure 17. Transient strike to transistor

2. Propagation: A transient will only propagate if its width can withstand the cut-off
frequencies of its forward routes and consecutive components. The width must be greater than
the inverse of the cut-off frequency. It is important to note that although the hefty capacitive
loading of FPGA routing matrices slow down system operation, it also acts as an SET filtration

system.

Given generation and propagation characteristics of transients, the following is a
summary of capacitive filtration factors that can directly impact transient generation and

propagation:

Geometry of transistors
Loading of transistors
Length of routes
Thickness of routes

Current switching rates

3. Capture: A transient can be captured by a DFF or another type of memory element
(e.g. SRAM cell). A DFF can only capture a transient if the transient pulse arrives at the DFF at
the same time the DFF has a clock edge as illustrated in Figure 18. It should be noted that if the
transient is generated and propagated but never captured, then it may not be a fault.
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Figure 18. Transient Capture with respect to the Set-up and Hold Window of an IC Device

The probability of transient capture is frequency dependent. It depends on the width of
the SET pulse (Tpuse), the probability of SET generation (Psgrgen) and the probability of SET
propagation: (Psgrprop) and the probability that the DFF is enabled (Pprres). Equation 4 describes
the probability of a SET being caught and becoming an SEU.

(ﬁ' ) oC o use(f5) X PSETge”(fS )X PSETpmp(ﬁ )X Pprrg,

2><i @

f

P

set—>seu

3.4 DFF Upset Probability and Frequency Dependencies

A

) ————

/ Composite Cross Section

Probability of DFF upset has static
/ and dynamic components

0 == ===

SET Capture is
frequency dependent

\/

» Frequency
Figure 19. Conventional DFF Theory Derived from [18]
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Porr (ﬁ )error = Pyprsev + PUS) sgrosev + Porevsu &)

}Slg(l) P DFF (ﬁ )error =1, prrsEU T B DFFMBU (6)

Equation 5 illustrates that the probability of a DFF reflecting an error has static and
dynamic components. The static components are due to a transient striking the DFF feedback
loop (Pprrseu and Ppppmpu). The dynamic component is frequency dependent and relies on the
transient being generated in the combinatorial data path, propagating to the DFF and then being
caught by the DFF’s clock edge (Psgr—sgu from Equation 4). Equation 6 states that as system
frequency slows down (approaches 0), the probability of a DFF reflecting an upset relies heavily
upon static components.

One method to determine the probability of DFF upsets is via heavy ion and proton
radiation testing [19][20][21][22]. Errors are tabulated as the device under test (DUT) is
irradiated and resultant Error cross sections (c) are calculated by dividing the number of upsets
by the total fluence of particles per energy or ion [20]. Cross sections are then fed to bit error rate
calculators to determine bit error rates. It is important to be careful how radiation data (error
cross sections) are interpreted when determining a reasonable fault tolerant system speed. For
example: Considering conventional theory as illustrated in Figure 19, how fast can we run our
system?

Example: 6sgy(100MHZz) = 2 65gy (S0MHZ) ... are we safer at SOMHz?
e Depends on completed operations

e 10 faults given 10 completed operations gives virtually the same error rate as 5
faults given 5 completed operations

e Should be based on faults per Number of Operations per second
e Should also be based on system requirements (trade-off)

Beware... Not all devices have similar Frequency Responses as illustrated in Figure 20:

o Actel Anti-fuse Device Gsgy Increases with Frequency. However, the rate of
increase slows down at higher frequencies due to high capacitive loading of
routes, transfer buffers, and receive buffers.

e Aecroflex Anti-fuse FPGA Device 6sgy Decreases with Frequency: due to high
capacitive loading of routes, transfer buffers, and receive buffers.

¢ Xilinx Virtex Family of Devices Gsgy is constant over Frequency: Error rate is
significantly driven by static configuration memory and is subsequently not
frequency dependent.
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Figure 20. Comparison of Error Cross Sections vs. Frequency for the Actel Anti-fuse FPGA
and the Aeroflex Anti-fuse FPGA [23]. Various designs containing different numbers of
combinatorial logic were irradiated and tested. Designs containing 20 levels of
combinatorial logic in the Aeroflex FPGA had a significant decrease in error cross
section as frequency increased.

3.4.1 Error Rates and Prediction

System error prediction must take into account all possible errors and their probability of
capture. Provided error rates are based off of radiation error cross sections, found in datasheets,
and are generally associated with DFF upsets or Configuration Memory Upsets. However,
designs can be exponentially complex. Conventional calculators using error-bit upset rates can
not predict system error. The following describe some of the difficulties to error prediction due
to design complexity (each are discussed in more detail in [24] and [25]).

e Designs contain millions of paths
e Exponential number of states that determine active captures

e Analyzing each path in each state with faults is an exponentially complex problem

Instead of providing specific error rates, designers strive to calculate upper bounds. It is
important to not predict an upper bound that is not indicative of the targeted design because this
can lead to over-design (too much circuitry leading to higher power and area)

The contributing factors to system error are contained in Equation 1. The goal is to
reduce as many terms as possible. The following sections describe common mitigation
techniques that are specifically used in the manuscript preliminary design examples.

V-24



3.5 Mitigation Strategies

The premise of mitigation is to reduce system fault susceptibility. The following section
will describe three common methods of error correction. It is noted that there exist a wide variety
of mitigation strategies. In order to control the scope of the paper, those chosen are the most
common for the devices listed in this manuscript’s examples.

3.5.1 Embedded Mitigation and Temporal Redundancy

Mitigation is contained within a portion of the device’s library cells. Because the
mitigation is within the cell, special care can be given towards transistor sizing and routing with
in the cell. Subsequently, there is much more control and accuracy for mitigation implementation
than if a designer were to insert the mitigation. One example of embedded mitigation is
Temporal Redundancy (TR) as illustrated in Figure 21.

S ux L
[ AT ——{mas—— ouT

Combinatorial
Latch

Figure 21. Combinatorial Logic Feeding a Temporal Latch [26][27]

The concept of the TR latch is to filter SETs by triplicating the path, inserting varying
delay elements (OAT,1AT,A2T), and majority voting the redundant paths (best two out of three).
TR voting will be successful if the transients arrive at the voter at different moments in time.
However, if the transient pulses are wider than the delay elements, then they will overlap and
will not be voted (filtered) away (see Figure 22).

Narrow SETs: No Overlap Wide SETs: Overlap

Figure 22. SETs with no Pulse Overlap will be Filtered by the Majority Voter; SETs with
Pulse Overlap will not be Filtered

Referring to Equation 1, TR reduces the Pprrspu and Pspr_,sgu probability error terms.
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Risk Analysis:
e Transients longer than AT delay must be analyzed
e Maximum Frequency is reduced
e Best used as embedded strategy
e Requires hardened Configuration

e SEFIs are not mitigated

3.5.2 User Inserted Mitigation Specifics: Triple Modular Redundancy (TMR)

Local TMR: Shared Clock &8
Data inputs: Single points of
failure

Global TMR: Theoretically no
single points of failure. Major
impact in Power+Area... XTMR

Figure 23. Local TMR versus Global TMR [7]

TMR is the most common method of user inserted redundancy and mitigation. The
premise is to triplicate and then vote (matching two out of three wins). Various schemes have
been successfully implemented. Two are illustrated in Figure 23.

3.5.2.1 Local TMR

Local TMR (LTMR) is a method of TMR where only the DFFs are triplicated. The major
caveat of LTMR is because the three DFFs all share the same clock and data input, a glitch on
the clock tree or a SET on the input data pin can flip the DFF output value into fault. LTMR is
successful in devices that contain hardened clock trees and combinatorial logic paths that have
low susceptibility to transient generation and propagation.

Referring to Equation 1, LTMR reduces the Ppppspy probability factor because of the
triplicated DFFs.
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Risk Analysis:

e Because the triplicated DFFs share data inputs, SETs on the data input can be
captured by the DFFs. Hence, (Psgr—sgu) is not reduced.

e SEFIs are not mitigated

e Requires hardened Configuration

3.5.2.2 Global TMR

Global TMR (GTMR) is a method where the entire circuit is triplicated including the
clock trees as illustrated in Figure 23. Regarding SRAM devices that are susceptible to
configuration errors, one upset within the configuration will be corrected in this method. In
addition, an entire logic chain can be upset and the system can fully be operational. The key is to
be able to correct the configuration upsets so that they do not accumulate. Because of the high
level of redundancy and mitigation, SEU Clock and Reset SEFIs are mitigated. However, device
specific hidden circuitry is not. Consequently, some SEFIs may exist. Although considered an
effective scheme for fault tolerance, the major caveat to GTMR is the area and power required
for implementation.

Referring to Equation 1, GTMR reduces the Pprrsgu, Pser—seu, and Psgrr probability
factors.

Risk Analysis:
e SEFIs to hidden circuitry are not mitigated

e Configuration can accumulate errors and break the GTMR without configuration
error correction.

4 Preliminary Design Development and Risk Analysis

4.1 General Considerations

The following are the upfront general concepts that must be considered during the
preliminary design phase.

e Does the device have embedded RHBD?
e Does the designer need to add mitigation?
e Will there be compromises?

e Performance and speed

e Power and Reliability

e Schedule
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Figure 24. Design Trade Space. User Must Be Aware of All Factors while Reducing

Potential Upsets

Before a preliminary design can be implemented, the designer must take into account
device specific information. Not all ICs are created equal. The following is a more detailed list of
considerations that should be explored during preliminary design development:

It is important to make architectural decisions that optimally utilize device attributes. The
following information can be found in the device datasheets supplied by the manufacturer.

Speed: how fast can the target device system clocks and I/O operate?
Number of available gates and other available resources.

Embedded RHBD

Understand device limitations and plan appropriately

Radiation Information and Required mitigation insertion (see section 4.3 for more
detail):

Clocks and Resets (global routes)

SETs and Combinatorial logic paths
SEUs and Sequential Logic (DFFs)
SEUs and Configuration Logic
Additional components

Is there embedded SRAM in the device?

Does the Configuration need additional components such as non-volatile memory
(SRAM Based FPGAs)
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e Is a Configuration Controller (SRAM Based FPGAs) necessary?

e How complex does the Watchdog circuitry need to be for the specific device (see
section 4.2)?

e Reliability Constraints (Lifetime destructive Failure Rate)

If the above listed aspects are not correctly investigated, consequence can be detrimental
to the project:

e The preliminary design is underestimated consequently causing the actual design
implementation to overflow into several parts. If determined too late in the
process, the board may not be able to accommodate the change and the schedule
(and cost) will be compromised. In addition, the underestimation may have
cancelled other devices choices that may had been significantly more optimal
solutions.

e Contrary to the previous point, the preliminary design may be overestimated and
require more devices than the actual implementation consequently canceling an
optimal device selection.

e Incorrect assumptions of device sensitivity:

e User may not insert enough mitigation consequently jeopardizing the
susceptibility of the system

e User may insert too much mitigation consequently increasing power, increasing
area, and potentially decreasing the overall lifetime reliability of the system.

e Not understanding all of the device error signatures will impede the error diction
and perhaps create a lockup (or inoperable) condition.

4.2 Planning for Recovery

In general, it is preferred to have correction and recovery reliably autonomous from
ground intervention. Subsequently, correction and recovery is an essential portion of the design.
Strategies must be taken into account during the development phase of the preliminary
architecture. Alternatively, recovery schemes inserted into the design too late in the process may
not have the efficient circuitry or bandwidth available to implement and can jeopardize a projects
success

Recovery can be complex and may require a significant amount of additional hardware.
Because each device has different error signatures, recovery schemes will vary. Hence, it must
be addressed during the preliminary design phase in order to make a fair and optimal device
trade. The following are common recovery scheme considerations that should be adhered to
during the preliminary development phase

e Important to implement a recovery scheme that is simple and direct. Complex
schemes are difficult to verify and can single handedly lock up the system causing
ground intervention.
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e Where is the watchdog circuitry implemented?
— On board space craft:

= quickest detection

= Fails upon board failure

= Requires additional hardware components
— On ground (human intervention):

= Slow response time
= Recovery should not require a large amount of critical data transfer
= Combination: may be the best approach

— What is the watchdog monitoring?

= [sitjust a heartbeat? This approach can have a significant portion
of the system fail with no detection?
= Are there I/O or other detection points suitable for function
monitoring?
e Does the monitor have fine enough granularity to capture failures?

— How will the fault be reported

— Is there enough bandwidth (or bandwidth scheduled for the error
reporting)

— Where is the error reporting being sent?

—  Who needs to know?

4.3 Does Mitigation Need to be Inserted to Meet Requirements?...Embedded Mitigation
versus User Inserted Mitigation

Before mitigation is explored, the designer must refer to the project requirements to
determine the level of allowable susceptibility. Some manufacturers have inserted Radiation
Hardened by Design (RHBD) circuitry. The embedded protection is specific per manufacturer. It
is important to examine the data sheets and take into account available hardened resources,
because manufacturer provided error rates are based off of utilizing these embedded RHBD
components (if they exist). Subsequently, failure to utilize RHBD circuitry will result with a
design that is significantly more susceptibility to radiation than predicted and can potentially
jeopardize critical system operation.

If the device’s error rate does not meet requirements, then the user will need to insert
redundant circuitry and mitigation. In order to implement the supplemental mitigation, the user
will check the number of DFFs available per device. If the targeted device does not contain
enough DFF logic, then additional devices will be required for design implementation.
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4.4 The Preliminary Design Development Process

The following sections will address preliminary design development. Examples are
presented for the following IC devices:

e RHBD Standard ASIC
e RTAX family anti-fuse FPGA
e Xilinx Virtex-4 family FPGA

The three devices were selected as examples because, currently, they are the most
common devices under consideration for flight projects, and all have proven to be Single Event
Latch-up (SEL) immune up to 75MeV-cm*/mg and Total Ionizing Dose (TID) immune up to
300krad(st).

4.4.1 Comparison Metrics
The number of used DFFs within a design is utilized as a comparison metric:

e ASICs: millions of DFFs
e Anti-fuse FPGAs:10’s of thousands of DFFs
e SRAM Based FPGAs: 10’s to 100’s of thousands of DFFs

A design requiring millions of DFFs does not necessitate a trade because it would require
too many FPGA devices. Hence an ASIC containing millions of DFFs will be the only
reasonable solution.

The device type will drive the required number of DFFs:

e Implementation solution may span multiple devices

e May require a more complex design solution than other devices
Trade offs in this manuscript will pertain to 10’s of thousands of DFFs.

e Error Rates ( dE/dt) are used to determine the radiation susceptibility of the
design.

e The number of DFFs (#UsedDFFs = bits/design) is utilized in error rate
calculations

e Fach device has varying contributing factors towards system error (see
Equation 1)

e Some factors become insignificant post mitigation

4.5 Preliminary Design Examples

The following sections will demonstrate the preliminary design process of three IC
devices: RHBD Standard ASIC, Actel RHBD Anti-fuse FPGA, and a Xilinx V4 FPGA. Each
section will examine device mitigation, calculate reduced system error probabilities, discuss
number of required components for a 50,000 DFF design implementation, and end with an error
rate prediction based off of the reduce system error probability.
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4.6 RHBD Standard ASIC

4.6.1 Embedded Mitigation and Component Block Hardening

ASICs have standard library components that are supplied by the manufacturer such as:
NANDs, XNOR, DFFs, etc.... The advantage of RHBD Standard ASICs is that in addition to
conventional library components, there are specialized RHBD logic-cells specifically designed to
filter SETs and protect against SEUs. The RHBD components are as follows:

e Clock Trees and other global routes: As stated earlier: Qcrit > Cnode*Vnode in
order for a transient to be generated. Hardening is generally accomplished by
creating physically large (yet fast switching) buffers within the global routes. The
large buffers have high capacitive transistors nodes that naturally filter transient
glitches. Psgpp becomes insignificant

e Temporal redundancy (TR) Latches are used to filter transients and protect
DFFs. Pprrsgu and Psgr—.sgu are very low. Ppprsgpy being the more dominant factor
of the two.

e Configuration is Immune: ASICs have no configuration memory. Pconfiguration 15
Zero.

As a summary, Psgrr and Pser—sgy become insignificant factors. Peonfiguration d0o€s not exist
because as ASIC has no configuration. Due to all of the implemented hardening techniques,
Equation 1 now gets reduced to Equation 7 for Standard RHBD ASIC implementations:

P(ﬁ )error oc PDFFSEU (7)

A caveat to inserted temporal delays to the combinatorial data path is that system
performance is compromised, i.e. circuitry can not operate at highest rated system clock
frequency. System frequency is decreased by Equation 6:

fsnewMax = —1 (8)
—2AT

fs max

4.6.2 RHBD Standard ASIC Number of Components and Implementation Concerns

Generally the mitigation available by inserting elements from a RHBD standard ASIC
component library is sufficient to meet project requirements. An additional benefit of ASICs is
that they contain a large number of gates (10 to 100’s of millions) and can contain a significant
amount of internal SRAM. Consequently, most designs can fit into one ASIC. The advantage is
that board area, power, complexity, and reliability are all optimized.
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Figure 25. Example of a Preliminary ASIC Implementation

4.6.3 RHBD Standard ASIC Error Rate Prediction

Because ASIC devices can contain a large amount of logic circuitry, many design
implementations will not require additional components. However, any supplemental devices
(such as memory or watchdog circuitry) must be included in the error rate prediction analysis.

It has been shown in Equation 7 that RHBD Standard ASIC error rate prediction can be
simplified to analyzing the most significant term Ppprrspy (static DFF upset rate). The required
DTRA error rate (dE/dt) is in terms of Ppprsgu (static DFF upset rate) and is expected to be less
than 1x10™'° errors/bit-day.

The following is an example of upper-bound system error rate (dE/dt) calculation using
Equation 7 and 50,000 implemented DFFs within a design (i.e. 5x10° bits/design).

d_E — dEbit X(

9 #UsedDFFs) (9)

<1x10""° Errors £5510° bits
bit —day design

a’_E <5%10°° Errors
dt design —day
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Equation 9 reflects the conventional method of estimating system error rate for ASIC
devices. The designer simply multiplies the static DFF bit error rate found in the ASIC data sheet
by the number of used DFFs. The resultant system error rate is not frequency dependent because
the Pspr—,spu term is insignificant. It is important to note that this is a gross estimation because it
assumes that every DFF will be active for every clock cycle. For most complex systems, this is
not true. For more accurate prediction beyond the preliminary phase (i.e. once a device has been
selected and the design has been solidified), the designer should calculate upper-bound
predictions on portions of the system implemented in the ASIC: e.g. UART, Digital Filters, and a
Command Decoder will all operate at different speeds and consequently have wide variance in
DFF activity. Hence, separate error rates can be predicted for each sub-system within the ASIC.
However, because error rates are relative at the preliminary phase, it is acceptable to utilize the
upper-bound obtained from Equation 9 when comparing each preliminary design to one another.

4.7 RHBD Actel RTAX-S Anti-fuse

4.7.1 Datasheets, Localized Mitigation and Component Block Hardening

According to the Actel datasheet, the RTAX family of devices contains localized
embedded RHBD components and other RHBD structures.

e Hardened Global Clocks with minimal skew (HCLK)
e Hardened Global routes (used for resets)

e Configuration is fused (no transistors) and is thus “HARDENED” — not affected
by SEUs

e Localized TMR (LTMR) at each DFF (RCELL): Voters are glitch free and are not
susceptible (tied together)

e FEach DFF cell instantiation (RCELL)contains additional combinatorial logic and
can be SET susceptible: Enables, MUXes and route connects

e Data path is shared to the RHBD RCELL subsequently SETs can be caught by the
target DFF clock edge.
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SEE Data on Actel RTAX-S: Shift Register Strings

@ 10 ¢
c e 10_75 NEPP Data up to 150MHz (Collaborative with Actel)
) \ a
9 108 A
RTAX-S/SL RadTolerant FPGASs <
E b
% 10°? 7N 0 0]
i i O
Radiation Performance o AN
> 1
¢ SEU-Hardened Registers Eliminate the Need for Triple- AD
Module Redundancy TV 0 [ Manufacturer Data at 2MHz
- Immune_to Single-Event Upsets (SEU) to LETry » 37 107 . — T
Melan'mg o Y oo b ox o0 w0 e o
- SEU Rate < 10°™ ErorsBitDay in Worst-Lase \ - / (MeVecr?lmg)

Radiation Data is Always Changing

Figure 26. Actel Data Sheet and Radiation Test Data: Heavy lon Radiation Test Results for
Various Shift Register Strings Operating at Different Frequencies with respect to LET
MeV—cmz/mg [29]

The RTAX-S data sheet states that embedded TMR exists, and additional TMR is not
required because the device is immune to particles with LETs less than 37MeV-cm’/mg (see
Figure 26). It is important to note that immunity does not necessarily mean that errors can not
occur; it suggests that errors are statistically insignificant. Alternate testing at 15MHz and above
has discovered errors at LETSs as low as 8MeV-cm?/mg [28][29](see Figure 26).
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Figure 27. Actel Embedded RHBD and Basic Logic Structures: C-Cells, R-Cells, Transmit
buffers, and Receive buffers
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Figure 28. Example of Mapped Logic in to CCELLs, RCELLs, Transmit Buffers, and
Receive Buffers; Derived from [11]

Figure 28 illustrates cell to cell routing. As illustrated, the basic combinatorial logic
blocks have a relatively small amount of logic. Therefore the component granularity is
considered as medium with a fairly high mapping efficiency (i.e. user developed HDL is mapped
into each block with low amount of wasted circuitry).
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Figure 29. RCELL RHBD Localized-TMR (LTMR) Implementation. Additional Glue logic
is not Illustrated in the LTMR Schematic [11]

The actual RCELL component contains glue logic for data path and clock phase selection
in addition to 3 redundant DFFs with a glitch-free wired voter as illustrated in Figure 29. Due to
the embedded LTMR in each RCELL, designs are statistically immune to SEUs that occur
within the DFF cells (Ppprsguy—0 from Equation 1). However, the RTAX-s data path does not
contain mitigation (as in the custom ASIC example). SETs are generated in CCELLs and are
potentially captured in the destination DFF. SETs are the significant source of the RTAX-S error
cross-section as illustrated in Figure 30 (Psgr—.spu is most significant).

Combinatorial logic: C-CELL tx x| x| x| Super
C R | rx B[ Rx | Rx |

Combinatorial logic C-CELL Sequential logic R-CELL

=HI=] =RI=]
= 218

|_Voter
Gate

CombiIatoriaI logic C-CELL

LHHIV

Z} HiRel SX-A Family 11/2006Actel.com

Figure 30. LTMR Caveat — DFF Data inputs are shared. Hence any Error Event entering the
Data Input Can not be Voted Away. Illustrated: RTAX-S Potential SET Capture by

Destination-DFFs (RCELL) at Clock Edge [11]

2|
&
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During the past few years, radiation testing has been performed pushing various
frequencies of operation for the RTAX-S device. It has been observed that the rate of increase in
error cross section is due to external CCELLs (from the RCELL). It is noted that with data paths
containing large numbers of combinatorial gates the rate of increase is dampened as frequency is
increased (see Figure 31). At high frequencies, most of the Psgr_,spy effects are due to the
internal combinatorial logic in the Super-Clusters, RX,and RCELLs.

N Levels of inverters

between DFF stages; 1o’
N=0, 4, and 8
g 1x10°
E
o
e ™M o~ N=0
1x10"° ‘ ‘ ‘ ‘ ‘ ‘ ;
0 20 40 60 80 100 120 140 160
Frequency (MHz)

Figure 31. RTAX-s Radiation Testing Illustrates Error Cross-sections with respect to
Frequency. Shift Register Chain with no CCELLs Substantially Increases as Compared to
Shift Register Cells with CCELLs [30]

4.7.2 RTAX-S Probability of Error Reduction

P(ﬁ )error oC P(ﬁg)set—>seu (10)

The following factors of the probability of system error regarding RTAX-s system
insertion is derived from Equation 1. Due to the clock trees being hardened, Psgp is considered
to be near zero. Due to the LTMR at each DFF, the static term Pgsgpyppr is insignificant. As
previously stated, the configuration is immune to upsets, hence Peonfiguration 1S zero. Therefore, the
most significant term regarding system error probability is P(f;)ser—seu.

4.7.3 RTAX-S Preliminary Design Implementation

In most cases, the embedded RTAX-s LTMR mitigation is sufficient to meet project
requirements. The RTAX-s family of ICs has devices with large gate counts (RTAX-s 2000 and
4000 with 10,000 and 20000 LTMR DFFs respectively). Due to the increase in gate count and
system frequency rates, a significant amount of function can fit into one device. Alternatively,
the RTAX-s family of devices does not contain a significant amount of internal SRAM.
Consequently, designs may require external memory components..
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The example requires 10’s of thousands of DFFs (a reasonably large design for most
space applications). In this case, it would require multiple RTAX devices to implement the entire
function. A 50,000 DFF design requires:

e [t will take 6 RTAX2000s (this includes margin)
e [t will take 3 RTAX4000s

all

Watct_l__qlog :

s

T

Figure 32. RTAX-S Implementation

4.74 RTAX-s Upper Bound Error Prediction

RTAX-s error rate has proven to be frequency dependent because the most significant
upset factor is due to captured transients. Dynamic radiation tests have been performed ranging
from 15MHz to 120MHz device system frequencies. The resultant dynamic error rate was
calculated to be [28]:

1x107° < dEbit(ﬁ)<6X10—8 Errors
dt bit — day

Static error rates are provided within the Actel datasheet:

dE,, <1x10"° Errors
dt bit — day
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The error rates clearly show that the static error rate becomes insignificant compared to
the dynamic error rates. This emphasizes that the error rate utilized during prediction must reflect
the number of used DFF bits and the frequency of operation. Any supplemental devices that are
necessary for design implementation that may not be necessary if a different FPGA or ASIC
were selected must also be considered in the prediction rate (e.g. RTAX-S devices have a small
amount of external SRAM and may require an external memory for implementation while the
ASIC will not). Assuming that dEy;(fs)dt corresponds to the Psgr_.sgu probability of upset at a
given system frequency, then Equation 11 represents the system error rate calculation for a
RTAX-s implementation. Calculating the dE.qd1 components/dt is beyond the scope of this
manuscript. For simplicity, it will be assumed that any additional components are hardened, with
error rates less than the FPGA under consideration (i.e. dEadq'1 components/dt = 0).

4 dE ... ,
dE(f:S') < dEblt(ﬁ)X(#UsedDFFS)"r add'l components (11)
dt dt dt

The system error rate calculation is reduced to multiplying the error rate at the target
system frequency by the number of used DFFs in the design: Substituting 120MHz of operation

and 50,000 DFFs:
<6x107%| ETOrS | 55104 DitS
bit — day design

The system error rate becomes:

dE(fs) <3x10° Errors
dt design — day

Error rates are design dependent (i.e. based on the number of used DFFs and system
frequency). In this example the upset rate is in the order of years. However, with an
implementation running at a lower frequency and using less DFFs, the error rate can be in the
order of decades.

4.8 SRAM Based FPGA

4.8.1 Datasheets and User Inserted Mitigation

According to the Xilinx datasheet, the Virtex-4 family of ICs contains devices that have
been radiation qualified and are radiation tolerant. It should be emphasized that the term
“radiation tolerant” refers to Total Dose not to SEUs. The Xilinx Virtex-4 family of devices does
not contain any embedded SEU mitigation. Figure 33 illustrates Xilinx Consortium data
reflecting the sensitivity of configuration bits. Therefore, for critical applications, the user must
insert redundancy and mitigation. In order to ease the process, Xilinx has developed a mitigation
tool called XTMR. XTMR implements GTMR mitigation.

It is important to note that error cross-Section data pertains to configuration bits not DFF
bits as with the RHBD ASIC and RTAX-s examples. The reason is that the most significant
source of error in a SRAM-Based FPGA is its configuration and SEFIs. Therefore, DFF and SET
susceptibilities are negligible and are not considered during Virtex-family fault prediction
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calculations. For a non-mitigated design, the SEFI rate becomes insignificant with respect to the
configuration upset rate. However, for mitigated designs (using XTMR), the SEFI rate is a
significant source of error and must be taken into account during error prediction.

Guaranteed Radiation Tolerance
Virtex-4QV FPGAs are guaranteed for total ionizing dose (TID) and m'? ---——---r—rr—-rr-r-r-r—rr-rr-rr-r-—

single-event latch-up (SEL) immunity. Xilinx pioneered the application
-
¥
+

of SRAM-based FPGAs in high-radiation environments and together
with JPL founded the SEE Consortium to conduct single-event upset (SEU
characterization and report the results. To obtain Consortium reports, visif
http:/iparts.jpl.nasa. goviresources.htm.

Fiit)

2

* Total lonizing Dose—Xilinx tests each wafer lot per Method 1019 to
ensure that device performance meets or exceeds the guaranteed DC
electrical specification requirements, as well as AC and timing
parameters at 300 krad (Si).

* Single-Event Latchup—The radiation-tolerant Virtex-4QV technology
incorporates a thin epitaxial layer in the wafer manufacturing process
for latch-up immunity. For each Virtex-4QV device type, the SEE
consortium verifies latchup immunity at maximum VCC and operating 1,:,' I T T T N T Y A N
temperature, subjected to a heavy ion fluence exceeding 1-107 0 0 40 0 a0 100 120
particles/cm2, with linear energy transfer (LET) exceeding 125

MeV-cm?/mg, Effectve LET (MeV"cm’img)

Cross Secticn {cm

Configuration Cells

Figure 33. Xilinx Datasheet and Xilinx Consortium Heavy lon Data

Table 9¢. CREME96 Calculated Orbutal Upset Rates

Configuration Memory Cells Table 9a. CREME96 Calculated Orbital Upset Rates
UpsetsDevice-Day Functional Interrupts (All Virtex-4)

Typical Solar Conditions Upsets/Device-Day

Orbit LEO  LEO  POLAR CONST. Typical Solar Conditions

Altitude (km) | 400 800 833 1,200 00 Orpit LEO LEO  POLAR CONST. GEO
Incination | S16° 200 8T 60 Altitde (km)  [400 800 &3 1200 36000

Inclination 51.6° 200 98.70 65.0° 0°

XQR4VSXSS | 0.76 743 512 200

POR 183E-06  273E-05  185E-05 736E-05  121E-03
SMAP+FAR [ 225E-06  245E-05  L.09E-05  6.71E-05  9.46E-06
GSIG LSTE06  241E-05  1STE0S  6ATE-05  4.87E-06

Figure 34. Configuration Bit Upset Rates (Left); SEFI Upset Rates (Right) [37]

The Virtex-4 device series is comprised of several types of elements. Its configuration
that defines the programmable (static) logic switches is stored in SRAM. The purpose is to
enable the device to be reconfigurable. It is important to note that configuration is static during
operation. The static configuration defines the connectivity and functionality of the dynamic
portion of the IC. Therefore, when discussing radiation effects, error cross sections, and error
signatures there are two areas of susceptibility:
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e Static Configuration error cross section: Only measures configuration SRAM
susceptibility. Contains SEU, MBU, and accumulation components. Does not
depend on operational parameters such as clocks, LUT transistors, or CLB DFFs.

e Dynamic Functional logic error cross section: Device clocks are active and
circuits are in operation mode. Cross section reflects availability of function.

e Examples of upsets due to configuration bit faults are illustrated in Figure 36,
Figure 37, and Figure 38.

o
(+)
; Gl OGICY r-_--l
STATIC i “ imi
SRAM Configuratio L iy |l
Memo?y £ ! ! H 000
=
BRAM . mlﬂ
Memory

Lookup Table (LUT)

mllTy
ST

B i T S

3
:

© -0 2 O o 4 o
PEF

i
i

Figure 35. Xilinx Virtex-4 Architecture Containing SRAM Configuration Memory, Block
RAM, and Dynamic Functional Logic blocks
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4.8.2 Configuration Upsets and Potential Error Signatures

LUT Configuration Strike—Functional Fault
ST L )= ANV (AL AL) 1y

f(10911912913) =(]0 /\[1)

T

a

Ooooooooooogoood
X—-H>= OZ—-Ccox
Ogooooooooooooood

Figure 36. LUT Configuration bit Fault can break LUT functionality: In this example
fTo,1;,15,15) Changes from( (Ipandl,) or (Isand(I;and I))) to (Ipandl,)

Upsets in the configuration memory can un-configure the device consequently making
the device inoperable. Figure 36, Figure 37 and Figure 38 illustrate the impact of configuration
bit faults in reference to the dynamic logic they control. The configuration can affect:

e LUT functionality
e DFF functionality or storage

e Routing (creating an open or close circuit) consequently shutting off a portion of
logic

e Clock tree transmission (turning off a clock to a block)
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DFF Configuration Bit Fault: Functional Fault and Potential
Metastability or Clock Suppression

UL

Clock Turns off
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Figure 37. An upset to one of the DFF Configuration bits can (1) turn the clock off to the
DFF (2) change the DFF initial value or (3) change the reset type

Open or Short Circuit in Routing Matrix (Broken Path)
— Most Common Fault

wagl
|

Himininininininininnininininin;
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!
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Figure 38. An upset to a route configuration bit can cause a (1) Open Circuit, (2) Short
Circuit, or (3) Incorrect destination
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4.8.3 XTMR Insertion and Preliminary Design Development

XTMR Insertion is a form of GTMR mitigation. Single upsets that can potentially disrupt
functionality are masked via the XTMR redundancy and voting [28][31][32][33][34][35]
[36][38]. XTMR does not fix upsets in the configuration; it masks them from causing a
functional upset.

The process of inserting XTMR within a design is as follows:
e Start with non redundant paths of logic
e Triple everything including clock domains

e Insert voters after DFFs that contain feedback

A B C

Figure 39. Insertion of XTMR Redundancy and Voting Mitigation

4.8.4 Potential Logic Resource Utilization and Area Affects of XTMR Insertion

One of the key goals of preliminary design development is to determine how many
devices are required to implement the design. Generally as a rule of thumb, designers use the
number of DFFs listed in the data sheet as a reference and compare that number to the estimated
number of DFFs in the preliminary design. The point is that there may not be as much room as
initially expected after place and route is performed. The user should follow the following
process to estimate required resources for design implementation:

e Check project FPGA maximum capacity requirements (usually 80% to 90%) of
device

e Rule of thumb:
— multiply number of unmitigated DFFs by 4.5
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— add 10% to 20% for DFF margin

— Result must be less than the number of available DFFs listed in the
datasheet (see Equation 12).

1.2x4.5x DFF

unmitigated

< DFFdatasheet (12)

Pertaining to our example of a design requiring 50,000 DFFs and utilizing Equation 12:
e Virtex-4 Datasheets state:
—  XC4VSX5S5 contains 49,000 DFFs
— XC4VLX200 contains 178000 DFFs

e For a 50,000 DFF design (with margin and additional circuitry required to
implement Xilinx specific complexities):

— Two XC4VLX200 devices
— 51t0 6 XC4VSX55 devices

UG002_C3_017_030702

Figure 40. CLB Resource Utilization. Not as many components as listed in the Datasheet. X
denotes DFFs that cant be used in the CLB due to Conflicting LUT Resource Utilization
in the same CLB

Another potential area increase effect of XTMR insertion is due to redundant strings
being placed in the same CLB as illustrated in Figure 41. The problem arises if a configuration
bit that is associated in the shared routing matrix is in fault, a short can occur between redundant
paths [39]. The final effect is a single fault disrupting two redundant paths consequently
disabling the correction action of the voter. The solution is to place redundant circuitry in
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separate CLBs. As with the prior example illustrated in Figure 40, this action can lead to
inefficient placement and subsequently disable usage of DFF resources.

$ B—— ¢ — DFF

%_il;iliﬂ» : C%gzn’t be

voted out

r °*One Strike Can cause a
O multiple fault response

‘Required Area will
increase to Protect from
placement issue

CLB Slice

uGoB2_C3_017_ca0ma

Figure 41. Redundant Strings must be placed in separate CLBs in order to avoid single
configuration faults in routing matrices that can cause short circuit upsets across clock
domains.

4.8.5 Is XTMR All We Need? ...Scrubbing Configuration Memory
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Mitigation windows:
From Voter to Voter

Figure 42. XTMR Mitigation Windows

Mitigation windows are defined as redundant logic that share the same voting circuitry as
destination points as illustrated in Figure 42. XTMR can dynamically correct errors in a
functional logic path just as long as more than one error does not exist within a mitigation
widow. Most errors are configuration memory SEUs. Therefore, the bulk of errors that can
disrupt the XTMR mitigation will be from configuration bit-upset accumulation.
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Figure 43. Two accumulated Configuration Bits in Error. Configuration Bits do not Affect
the Same Mitigation Window subsequently Errors are Mitigated.
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Bits are pairs hence
mitigation will not protect
functionality.

||~ ERROR

n —
o8Bl bri-m- .

Figure 44. Two accumulated Configuration Bits in Error. Configuration Bits do Affect the
Same Mitigation Window subsequently Errors will not be Mitigated causing a
System Error.

Scrubbing is the process of writing over configuration upsets with the correct bit
information. Xilinx has developed an infrastructure such that scrubbing can be performed while
the device is fully operational without disrupting functionality. Depending on the applied
scheme, the action of scrubbing can require [13][23][40][41]:

e Non-volatile memory access and control
e Possible Error Correction and Detection of non-volatile memory
e Configuration memory interface access and control
e Possible EDAC (such as a CRC checker) of configuration memory
e Supplemental non-volatile memory to support read back of the configuration
It is important to note that scrubbing does not decrease the SEU or MBU Rate and will

not correct DFF storage. Scrubbing will only affect the rate of accumulation of errors and thus
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only influences secondary effects. Because of this fact, the designer must take into account SER
requirements, power, and area before deciding upon a scrubbing technique. Over-design for
secondary effects can cause an unwarranted yet significant increase in area and power
consumption and can thereby make the selection process inefficient.

4.8.6 Scrub Rate

The scrubber must scrub fast enough to avoid accumulation of upsets that can disrupt
device operation. It is important to keep in mind that the determination of scrub rates concerns
minimizing the accumulation rate (dEacc/dt).

It has been reported that the scrub rate should be 10 times faster than the configuration
error rate (dE/dt) [4]. Unfortunately, the recommended 10x scrub speed does not take into
account necessary design and requirement parameters; hence, application of this rate can
potentially lead to inefficient over-design (or too much circuitry). The derivation of the scrub
rate depends on several factors:

e System Upset Rate Requirements

e Configuration bit upset rate

e Mitigation Scheme

e Number of susceptible bits in mitigation widows

If no mitigation is inserted into the design, then it can be assumed that the design is not
critical and that a scrubber is probably not necessary. In this case single bit upsets will be
predominant and the secondary effects due to accumulation will not be worth the additional
complexity of inserting scrubbing control. Application of power on reset (POR) taking the FPGA
through a full reconfiguration ranging from several times a day to once every 2 days is generally
the solution for non-critical system insertion.

With the insertion of XTMR, the probability of upset is significantly reduced because the
accumulation of upsets must occur in the same mitigation window and in separate redundant
chains of logic.

As illustrated in Figure 43 and Figure 44: Voting logic can correct at most one of its
redundant chain’s in error within a mitigation window. A definition of paired upsets that can
cause a voting failure is as follows:

A configuration bit (bit; ) may have a paired configuration bit (P;) such that when both are
in error the mitigation will break and cause a system fault, however, there is no system fault if
only one of the bits is in error. This is demonstrated in Equation 13:

U | =bit, A=P; | — Error, (13)

j=ltoN

Let NP; be the number of pairs for bit; as demonstrated in Equation 14. Because a system
error can only occur if both accumulated upsets are in the same mitigation window in separate
redundant chains, NP; is limited by the amount of mitigation within each redundant string, i.e.
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smaller mitigation windows lead to smaller NP;. It can also be stated that increasing mitigation
decreases the mitigation windows and decreases NP;.

NP, =XP, foreach b, — Error = true (14)

Equation 15 is the accumulation rate (dE,../dt) with respect to the configuration bit upset
rate (dEyi/dt), scrub rate (dC/dt), total number of configuration bits (NT), and number of pairs
ber bit (Npj).

2
d d
Np,—E,, —Ey | w
dE . _1 & d L 1 (dt ) -
—ALC ~ —F = — Np. 15
dt 2;0’1 bit d£ 2 d£ ; pl ( )
dt dt

Let Np bet the average number of Np; across all bit;:

Nr
szi

Let Np = iZINb ; Nb is the number of bits | YV Np, >0

and dE,, _ dEconfiguration /NT
dt dt

The accumulation rate (dE../dt) should be bound by a mean time to failure (MTTF) or
time window (TW= I/time). Let TW be a time value MTTF provided by requirements. After
substituting and rearranging terms, the accumulation rate is bounded by Equation 16:

d * NbNp
dEACC 1 (dt configuration j NT 2 3 1 ( 1 6)
2 dc ™

dt

I

The following are steps to facilitate the calculation of Nb and Np for determining
accumulation and scrub rates. It has been proven, that for the most complex of designs, no more
than 15% of the total configuration memory is occupied per design (i.e. Nb/NT <15%). This is
due to the complex flexibility of resources (predominantly routing) contained within the Virtex 4
family of FPGAs. This is a small percentage thus many of the bits are unused after design
mapping. It is assumed that it is a rare case that a design will ever exceed the 15% upper-bound
of Nb/NT.
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Before determining Nb and Np, mitigation affects upsets must also be examined.

Let MW be the number of mitigation windows and assume that there is one mitigation
window per DFF (prior to mitigation).

MW = DFFunmitigated (17)
Let fanout (¢) be the number of mitigation windows that a bit can affect.
<< MW (18)

Equation 18 states that fanout per mitigation window can not exceed the number of
mitigation windows and that each mitigation window must at least fanout to an output or another
mitigation window.

The calculation of Np can be complex. Therefore using rough upper and lower bounds
can be helpful. It is emphasized that a system error can only occur if two (or more) bits are upset
such each bit is in the same mitigation window and in separate redundant strings (see Figure 42
through Figure 44). It must also be noted that each bit; can affect more than one mitigation
window (bit fanout=¢). The following are upper and lower bound Np calculations.

1. Extreme upper bound calculation assumes a fanout = MW (each bit can affect every
mitigation window). In this case, the theoretical upper bound of Np is equal to 2/3*Nb
(representing the pairs located in the other two chains). In order to reach this upper
bound, every bit would have to affect every mitigation window. This is practically
impossible thus makes this upper bound an unobtainable extreme. Although, assuming
Np = 2/3Nb is too large of a value for Np, it can be used for perspective.

2. The lower bound of Np assumes a fanout =1 (each bit only affects one mitigation
window). This assumes completely independent mitigation windows with a fan-out of 1
for the window. In this case dividing Nb by the number of mitigation windows provides
an average lower bound for Np. See Equation 19 for Np bounds.

Given:

! x%xlb S&< yxlb; anditisassumedLbSIS%
MW /3 NT)™ NT 3°NT NT

! x%xN—b £&<0.1
MW /3" NT ) NT

After rearranging the terms in Equation 16 and inserting Np bounds from Equation 19,
the System Scrub rate can be bounded by error bit rate, TW, mitigation, and percentage of bits
that affect circuit operation as follows:

(19)
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d * NbNp
( E configuration j 2 xT W
dC S dt NT

dt 2

dE._ Y 2 JE VW 5
% | configuration Nb . % 1 % TW < E << % configuration Nb . < TW

dE. .\ B2 dE. Y
0.33] o conguraion | N b % L rw < ac 0075 x| —configwration | Ty
dt NT® MW dt dt

2
dc dE,prain | NB* 4
1 configuration .
—> U x X xTW;, wherel <@g < MW 20

dt A [ dt j NT? MW ’ 20

Equation 20 is considered a reasonable upper bound because for simplicity, it assumes
that every DFF is active every cycle. In reality, this is not the case and inactive DFFs will not
catch faults.

The following is an example of using Equation 20 given the following scenario:

e The un-mitigated design has Nb/NT =3% of bits that could cause error and
utilizes 10000 DFFs

e After triplication + mitigation (XTMR) insertion Nb/NT =10% (design is a
complex function with near 100% resource utilization)

e For this example all DFFs have voters, hence after XTMR insertion, there are
30,000 mitigated DFFs and MW = 10,000

e GEO orbit dE/dt is reported to be 4 errors/bit-day [37]

e Let the time window be 5 years.

Lscrub dC  1scru V .
96days<z<< \4min> Wherel<¢ <MW

If, for example, the average fan-out (¢) per mitigation window is 10 then using
Equation 19:

d_(tj > once every9 days
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Providing a scrub rate that is less than once every few days versus scrubbing constantly
enables the designer to reduce the complexity of the scrubbing circuitry and significantly reduce
the amount of power consumption subsequently enhancing the overall reliability of the final
product.

4.8.7 SEFIs

The Virtex-4 Family has various sources of SEFI error signatures. They can be divided
into two categories: Can not mitigate and Can Mitigate. The following are examples of SEFIs
that fall into those categories. For a complete list refer to [37].

e Can Not Mitigate Power on Reset (POR)
— Signature: Configuration is wiped out
— Solution: reconfigure device
— =1.2x107 errors/(device-day) GEO
—  2.7x107 errors/(device-day) LEO
e Can Mitigate Global Routes (Clocks and Resets)
— Signature: State space is totally disrupted
— Mitigation: XTMR works
— Solution: reset device
— Error rate still under investigation

Non-mitigated designs have error rates that are significantly higher than SEFI rates.
Therefore SEFI error rates do not need to part of the error prediction calculation for non-
mitigated hardware. However, recovery schemes and protection of surrounding circuitry may be
required due to SEFI error signatures.

Mitigated designs provide correction and significantly reduce the functional error rate.
Consequently, mitigated designs will require SEFI error rates as part of the error prediction
calculations.
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4.8.8 Xilinx Virtex-4 Preliminary Design Implementation

Non-Volatile
Memory: Store
Copy
of Configuration
And Scrubbing
Bitstreams:
OTPPROM or
EEPROM

(NI

Configuration
Scrubbing
Watchdog

N IR R R 11

Figure 45. Xilinx Virtex-4 Implementation

The configuration is volatile and not available during power-up. Consequently additional
circuitry for configuration management is required to implement the Xilinx Solution. Devices
required:

e Configuration Manager:
- ASIC
— Anti-fuse FPGA
e Non-Volatile Configuration Storage
— Non-Volatile Configuration Storage. Must be TID qualified:
— PROM: One Time Programmable Anti-fuse devices

— EEPROM (flash): although TID qualified, may have SEU susceptibility
requiring additional redundancy and subsequently increasing controller
complexity

4.8.9 Xilinx Virtex-4 Error Prediction

4.8.9.1 Non-Mitigated

Because the most significant source of potential SEUs is the configuration memory for a
non-mitigated design, the error rate should be based off of the percentage of configuration bits
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that affect operation plus any supplemental components (such as non-volatile memories,
configuration managers, and scrubbers). For a non-mitigated design the Equation for estimation
is as follows (Equation 21):

%1 < %ConfigMemory < 15%[ devzce}

design

P(ﬁ )error o F Configuration

d_E Errors
dt

dt .. . dE
:| ~ %ConﬁgMemory % coijuratmn + add lda;mponents (2 1)

design — day

Assuming the design takes up 15% of the configuration memory and the mission is
destined to a LEO orbit 7.5(errors/device-day) LEO [37] then:

dE _ | |55 Errors

dt design — day

The upset is in the order of days.

4.8.9.2 XTMR Mitigated

The following is the probability reduction regarding XTMR mitigation. It’s final form is
reflected in Equation 22:

e Pprrseu and Pspr—,spu are mitigated and are essentially zero.

® PConﬁguration

— SEUs are insignificant
— MBUs may not be insignificant (still under investigation)

e Unmitigated SEFTIs still exist

P (fS‘ )error oc P, SEFI (22)

GEO Virtex-4 SEFI error rates have been reported by the Xilinx Consortium to be [37]:

1x107° <%<3x10_5{

Errors
dt

Device — day

Because Pgsgpy is the most significant upset probability term, the system error rate for a
XTMR implementation is approximately equivalent to the device SEFI rate. Therefore, it is not
design dependent in the conventional sense of DFF usage. However, scrub rate and hence
accumulation rate can affect the system error rate. In order to limit the scope of the manuscript,
scrub rates are assumed to be fast enough such that accumulation upsets are insignificant.
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Subsequently, the system error rate using XTMR in a GEO orbit is in the order of years to

decades.
dE o~ dE py <3x10°° Errors
dt dt device — day

4.9 Preliminary Design Summary

|

Table 3 is a summary of the preliminary designs for the three examples presented. Such a table
would be utilized during the device trade. Included in the device selection process is system
reliability and power consumption. A brief description of power and reliability system impact to

the IC trade space is provided in the following sections.

Table 3. Device Attributes and Potential Supplemental Required Mitigation
Custom Embedded SRAM-Based | SRAM-Based
RHBD ASIC | RHBD Anti- FPGA: non- FPGA:XTMR +
Fuse FPGA Mitigated scrubbing
Configuration | None/Immune | Immune Susceptible Susceptible: SEUs are
functionally protected
by XTMR; Scrubbing
corrects configuration
upsets
Embedded Clocks+ TR Clocks+ LTMR | None None
Mitigation Latch
User inserted | Very unlikely Unlikely None XTMR (GTMR)
Mitigation
Number of 1 ASIC 3-6 RTAX-S 1 to 2 Virtex-4 | 2 to 6 Virtex-4 +
Devices: 5x10* devices + + Configuration | Configuration manager
DFF design (potentially manager + + Non-Volatile Memory
add’l Non-Volatile
components Memory
such as SRAM)
Upset Rates Centuries Years (decades | Days: Years to Decades:
for examples Dominated by | Not DFF dependent
using less configuration
DFFs) upsets

5 Reliability Trade

Reliability is inversely proportional to the number of devices. Each device has a lifetime
reliability factor. The following are considerations that should be taken into account during the
reliability trade phase:

e An increase in components potentially increases power and board temperature

e Increase in components increases I/O and reduces signal integrity
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e System is as susceptible as its weakest link: Just as much consideration must be
taken concerning peripheral supplemental devices:

— Non-Volatile configuration memory
— Configuration Controller
— On board watchdog logic

— Additional memory (e.g. RTAX-s does not contain a significant amount
of internal SRAM — external memory may be required for design
implementation).

6 Power Trade

Power has always been a concerning issue for critical space missions. Each board (or
subsystem) is given power constraints that the designers must adhere to. Due to the increase in
in-flight system processing and operation, the power budget per board has gotten much tighter.
Subsequently, the design team is forced to make careful and conservative choices when selecting
devices. All preliminary designs require a power estimation calculation. A margin (or cushion)
of power should be attained to allow the implemented function to change (grow) as new
requirements evolve.

System power is made of two major components (Equation 23):
e Quiescent (static): IC clocks are not active and device is in reset mode

e Dynamic: Device is fully active.

,

otal — PDynamic +PQuiescent (23)

6.1 Quiescent Power

The quiescent or standby power is mostly associated with leakage current from the
following elements: SRAM, inactive gates, oxide thickness, and process variation (delays and
rate variation between NMOS and PMOS gates) [42]. Figure 46 illustrates the difference in
composition of the configurable switches between Anti-fuse and SRAM based FPGA devices.
Given the fact that SRAM cells increase leakage current, it follows that SRAM-based
configurable FPGAs will have relatively high standby power.

Mapping is never 100% subsequently creating designs with a significant amount of
unused gates. Due to the fact that inactive gates contribute to leakage, designs implemented in
FPGA devices will always have higher standby currents than their corresponding ASIC
implementations.
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Antifuse Metal to
Metal Configurable
witch... no leakage

Antifuse

SRAM Configurable

Switch... Significant
Leakage

Figure 46. Difference in Configurable FPGA Switches. Xilinx Virtex FPGAs will have a

Higher Leakage Current because each Configurable Switch is SRAM. Antifuse Metal to
Metal does not have Equivalent Leakage Currents. Source: Actel

-

As technology geometries and threshold voltage decrease, quiescent power is increasing.
With geometries 90nm and below, quiescent current can reach as high as or higher than the
dynamic power (e.g. above 1A however, this number is highly dependent on junction
temperature) [42]. One example of leakage is sub-threshold current flow and is provided in
Equation 24 and Figure 47. The sub-threshold leakage current is dependent on Supply voltage
(Vaq), threshold Voltage (Vu), the percentage of off transistors (m), and Temperature (T).
Quiescent power can be estimated by software tools provided by the device manufacturer.
Because this static power has reached significant values, it must be analyzed as a factor within
the trade space.

VI mT
})subthreshddLeakage oC Vdd 1 Oe (24)
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" subthreshol
leakage

Figure 47. Sub-threshold Leakage Currents; Significant Contributor to Quiescent Power [42]

6.2 Dynamic Power

There are several factors that contribute to dynamic power calculation

Number of DFFs connected to clock
Average number of DFFs that simultaneously switch per clock at each clock edge
Number of combinatorial cells that switch at each clock cycle
Inputs and Outputs:
— Number of I/O
— average /O switching frequency
Capacitance of output load

Output voltage

It is important to note that it takes a lot more gates to implement a function in an FPGA
than it does in an ASIC. Usually there is a 7-to-1 or 10-to-1 conversion factor. Beware because
ASIC equivalent gates on FPGA data sheets can be misleading because of placement or
component resource utilization limitations.
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Piotal = Pac + Pac
Pdc = lecea® Veea + lea * Vear * Nbanks + lecoa * Veepa + lecoirra * Vecoa * Nb_da_pairs
Pac = Phok + Pak + Precells + Poocells + Plnpuu + Poutpu‘ts + Pmer\'lorj,r
Npanks = number of banks
Ny da pairs = number of differential pairs or voltage referenced pins used

Phaik= (P1+ P2 * 5.+ P3 * sqrtls]) * Fs

s = number of R-cells clocked by this clock
Fs = clock frequency
N
Peuk = (P4 + P5 * 5+ P6 * sqrt[s]) * Fs Device-Specific Value (in pWiMHz)
s = number of R-cells clocked by this clock RTAX250S/ | RTAX1000S/ | RTAX2000S/
Fs = clock frequency Symbol Power Component SL SL SL RTAX4000S
P Core tile HCLK power component 8.8 2215 3780 700
Pacells = PT * ms * Fs povercemp :
P2 R-cell power component 0.6 06 0.6 06
ms = number of R-cells switching at each Fs cycle
P3 HCLK signal power dissipation 11 232 310 50
Fs = clock frequency
P4 Core tile RCLK power component 1.8 2275 378.0 700
- * *
Pecenls =P8 ¥ mc* Fs P5 R-cell power component 0.9 09 0.9 09
mc = number of C-cells switching at each Fs cycle |pg RCLK signal power dissipation a6 57 13 55
Fs = dock frequency 7 Power dissipation due to the switching activity on the R-cell 1.6 16 16 16
Pinpu‘ts =P9*pi* FD\ P8 Power dissipation due to the switching activity on the C-cel 14 14 14 14
pi = number of inputs P9 Power component associated with the input voltage 100 10.0 10.0 10
F = average input frequenc P10 Power component associated with the output voltage See Table 2-4 and Table 2-5 on page 2-3 for per pin
pi g p q y d with th b d Tabl fi
contribution
2
poutpuls= (pl‘o + clcad *V(C\ )* po * Fpo

Coad = outputload (technology dependent)

Vea = output voltage (technology dependent) Number Of I/O can
po = number of outputs gl'eatl_y affect

Foo = average output frequency Dynamlc POWGI’

Figure 48. Actel Data Sheet Power Calculator [11]

As illustrated in Figure 48, datasheets provide all parameters necessary for power
estimation per each design implementation. I/O can be a major contribution to the dynamic
power. Consequently, designs that can fit into just one device (reducing the number of required
I/O) generally have optimal power performance.

Power can be a decisive factor in the IC selection process. Missions are expected to fly
further, contain more complexity, and fly longer. Subsequently, power must be minimized.
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Table 4. Comparison of Mitigated IC insertion schemes and Dynamic Power factors

Custom ASIC Embedded XTMR SRAM-
RHBD Anti-fuse | Based FPGA
FPGA
Mitigation Embedded Embedded LTMR [ User inserted
Scheme localized DICE GTMR
and TR
Relative number | Low Medium High
of active
combinatorial
logic gates
Relative number | N N 3N
of clocks
Relative number | N 3N (embedded) 3N
of DFFs
Number of I/0 N N + supplemental | 3N +
components (e.g. | supplemental
SRAM) components (e.g.
Controller)
Number of Board | Low Higher Higher
Components

Table 4 lists relative dynamic power factors for each mitigation scheme per IC device. In
order to determine if the device can meet the power budget requirements and relative power
consumption per implementation, actual numbers are filled into the table after power estimated
calculations are performed per preliminary design.

Hidden power consumption (to the designer may exist). This emphasizes the use of
power calculators with the inclusion of required supplemental components. For instance:
although the Virtex device will require a controller and non-volatile memory the total power
consumption as compared to the RTAX-s implementation may still be lower. An example would
a design requiring a large amount of simultanecous SRAM access. Because RTAX-s contains a
small amount of embedded SRAM, the RTAX-s device would require external SRAM in order
to implement the same function as the Virtex device but will require significantly more switching
I/O every cycle. I/O have proven to be a significant contributor to the total power of a device.

7  Schedule Impact: Design Cycle, Verification, Feasibility, and Cost

HDL creation is very similar during design development for ASIC and FPGA IC devices.
HDL is considered device generic (although there are user directives that enables device specific
instantiation). Because synthesis is the stage that creates device specific gates, most HDL does
not have to change from project to project. L.e., if changing from an ASIC target to an FPGA or
from a FPGA to another family of FPGAs, the HDL can be reused but will have to be re-
synthesized for the newly targeted IC. The significant difference between design cycles occurs
after the synthesis phase. ASIC designs generally need to be handed off to the manufacturer or a
subsidiary design house that has the specific tools that can perform the complex place, route,
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equivalence check, and MASK description files. The latency of ASIC device turn-around time
can be months and must be accounted for within the design schedule.

FPGA ASIC

DEVELOP, DEVELOP, |
HDL HDL

ASIC TOTAL DEVELOPMENT COSTS
VS. TECHNOLOGY GEOMETRY

| Source: International Business Strategies
& Altera
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|NTEGRATE 1 TO 6 “7048um © 0.15um  0.13um  0.90nm 0.65nm  0.45nm

MONTHS [l Design Verification [ Test and Product
and Layout Engineering

_ |NTEGR ATE y M Software [IMASK and Wafers

Figure 49. Design Cycle Time Trade Offs.

The FPGA design cycle is a simpler process than ASIC IC development. This is due to
the fact that FPGA devices contain preexisting logic cells that have specific locations.
Subsequently, the optimization state space is essentially limited thereby facilitating tool
availability. For instance, during the FPGA development phase, the designer has the tools to
perform place and route. However, due to the complexity of the optimization heuristic, ASIC
place and route tools are expensive and are not usually available to the designer. It is at this stage
in the ASIC development process that the design is handed off to either a specialized design
house or the manufacturer. After place and route and a thorough verification process, the ASIC
mask and final product is fabricated by the manufacturer.

During the ASIC design process, certain considerations must be taken into account:
e ASIC Mask is expensive and impacts time to completion
e [t takes qualified expertise: Design team and a Verification team

e Design cycle can be elongated if a bug is found and a new ASIC mask must be
created

e Project can be compromised if the right teams are not in place

Figure 50 illustrates the risks in implementing ASIC designs. The major implication is
that with increased gate count, designs have become exponentially complex consequently
traversing the complete design state space becomes impossible. The complexity reduces the
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verification coverage of the design. In addition, special cases that are not obvious (also known as
corner cases), generally do not get tested but eventually can occur too late in the design cycle (or
after the project leaves the test floor). The risk in developing ASICs has proven to be more than
what many design teams want to experience. Subsequently, projects are willing to trade the
efficiency of an ASIC for the flexibility and ease of implementation of an FPGA.

The objective is to successfully create a design that adheres to the radiation and reliability
specifications given to the design team within a specified period of time (schedule).
Simplification of design has long been a methodology donned to designers. Due to the increase
in functional complexity, simplification of the design cycle is now an essential portion of design
methodology and a significant portion of the device trade space.

] 1 Re-Spin
B 2 Re-Spin
B 3 Re-Spin
B 4 Re-Spin

Figure 50. Numbers of Re-spins during the ASIC Design Process... Can be Very Costly
Financially and Schedule Wise; 1 Re-Spin = 38%, 2 Re-Spins = 37%, 3 Re-Spins =~ 19%,
4 Re-Spins = 6%: Source: 2004/2002 IC/ASIC Functional Verification Study, Collett
International Research

8 Device Selection

After the preliminary design, power, and reliability analyses, the designer must select the
optimal device. From the three examples provided in this manuscript: RHBD Standard ASIC,
RHBD Anti-fuse FPGA, and re-programmable SRAM-Based FPGA each implementation had its
benefits and caveats:

e RHBD Standard ASIC:
— Benefits:

= Lowest power implementation
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Large number of internal gates subsequently can contain most
complex functions within one device. Number of components are
reduced

Significant amount of embedded memory consequently reducing
necessary 1/0O to external memory devices

Embedded RHBD that does not generally require additional
mitigation — facilitates the design process

— Caveats:

Design must be handed-off for completion. This limits the
flexibility regarding design changes and increases development
costs.

Problems found late in the process can jeopardize the success of
completion due to cost and time for re-spins

e RHBD Anti-fuse FPGA:
— Benefits:

Contains Embedded RHBD that does not generally necessitate
supplemental mitigation consequently simplifying the design cycle
Full design can be implemented in house subsequently facilitating
flexibility and late design changes

— Caveats

Contains a small amount of Embedded SRAM. Many designs will
require external memory consequently increasing the number of
I/0 and increasing the dynamic power of the device.

Embedded RHBD is susceptible to SETs as a function of
frequency. As frequency increases, the SET error rate increases.
However, it is important to restate that although SETs can cause
faults, the probability is low enough such that requirements are
generally satisfied without inserting additional mitigation.

Device is not reconfigurable. Upon finding a bug:

If early in the design cycle during prototyping, FPGAs can be
removed and replaced on prototype boards (pre-flight). New
FPGAs are created (anti-fused) while the old FPGAs are removed
and discarded.

If bugs are found late in the design process and require the FPGA
to be removed from actual flight-ready boards, then removal can
damage the device and the board and be detrimental to cost and
schedule

e SRAM Base Re-configurable FPGA

— Benefits:

Full design can be implemented in house subsequently facilitating
flexibility and late design changes

Device is reconfigurable and subsequently provides optimal
flexibility. Bugs found late in the design cycle can easily be
corrected
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9 Summary

= Device contains a moderate amount of embedded SRAM
consequently potentially reducing the number I/O required for
implementation
Caveats

= Additional circuitry is required to implement the Xilinx Solution
subsequently increasing the complexity of design development
= Configuration Manager:
= Non-Volatile Configuratin Storage
= Additional mitigation may be required
= Scrubber may be required
=  Non-XTMR (no mitigation)
= Probability of Clock tree upsets
= Single bit configuration hits can cause error and configuration
memory is significantly sensitive
= XTMR
e Potential Multiple Bit Upsets (MBUs) due to charge
sharing
e Clock Skew control
e Crossing asynchronous clock domains and data capture
e Triplicated I/O and internal circuitry hence significantly
increasing dynamic power.

An increasing amount of functionality is being inserted into space-flight systems
subsequently attaining on-board real-time processing, quicker response cycles, and less ground
intervention. As the geometry of CMOS technology decreases, the amount of functional
complexity that can be implemented in IC devices has grown exponentially. ASIC and FPGA
devices have become the ICs of choice for complex application implementation.

Because of the radiation environment in space and its affects on electronic devices, the
aerospace community has traditionally followed a conservative design methodology. A device’s
operation in mild to harsh radiation-environments must be rigorously investigated before it can
be selected as an eligible component for critical flight applications. Consequently, selecting the
most efficient device for application between a variety of FPGA and ASIC devices should
include a rigorous tradeoff. The device tradeoff consists of stages of analysis:

e Evaluate available device datasheets to determine if the device can potentially
meet requirements:

Device operation, gate count, speed
Power Calculators
Radiation data

Potential embedded RHBD

e Regarding provided requirements, create a preliminary design for each device
insertion scheme
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e Explore the trade space and select the most reasonable solution for the given
requirements

— Number of components
—  Error prediction
— Complexity and cost of development

— Lifetime reliability and Power

ASICs have proven to provide the most efficient design concerning: radiation effects,
area, power, and reliability. The caveat is the hand-off phase of the ASIC design-cycle.
Flexibility comes with a significantly high cost if any changes must be made after the place and
route phase of the design cycle. Due to the exponential complexity of contemporary designs, it
has become highly probable that an ASIC design will have to experience a re-spin. If a re-spin is
necessary, the project can be jeopardized due to time and additional costs.

As an alternative, an increasing number of projects are selecting FPGA devices for
complex application implementation. FPGAs are less efficient than ASICs regarding: Power,
area, and fault tolerance. However, FPGA mitigation via RHBD or user insertion has proven to
be adequate for many space missions to attain required design specifications.

This manuscript demonstrated the stages of performing a trade between three IC devices:
RHBD Structured ASIC, RHBD Anti-fuse FPGA, and a SRAM-Based Re-programmable FPGA.
The devices were selected as appropriate examples because, pertaining to their data-sheets, they
have all been tested to be radiation tolerant, i.e. no SEL and acceptable TID ratings. Within the
examples, each device had its benefits and caveats regarding system insertion. It is up to the
design team to determine the device that will best meet its requirements within the specified
schedule and cost constraints.

After a thorough analysis, the bottom line of the trade space is — What risk is your
mission willing to withstand?
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